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#### Abstract

We apply the multiple time scale method to perform a nonlinear analysis of the Tang, Statz, and deMars rate equations, which describe an $N$-mode Fabry-Perot laser in which all modes have an equal gain and a large loss rate. In addition to the two relaxation oscillation frequencies $\Omega_{L}$ and $\Omega_{R}$ known from the linearized analysis, we find the four frequencies $2 \Omega_{L}, \Omega_{R} \pm \Omega_{L}$, and $2 \Omega_{R}$. The signature of antiphased dynamics for the new frequencies is that there are no relaxation oscillations in the total intensity at $\Omega_{R} \pm \Omega_{L}$. The laser steady state is shown to be stable, being characterized by damping rates derived explicitly. Relations among these damping rates are obtained. We also study the role played by the initial condition in governing the manifestation of the antiphase dynamics and the relative magnitude of the modal intensity power spectrum peak heights at the two main frequencies $\Omega_{L}$ and $\Omega_{R}$. Finally, we deal with the resonant case $\Omega_{R}=2 \Omega_{L}$. In this case, inphased dynamics is shown to appear at $2 \Omega_{R}$, instead of at $\Omega_{R}$. [S1063-651X(97)11712-3]


PACS number(s): 05.45.+b, 42.65.Sf, 42.55.Rz, 42.60.Rn

## I. INTRODUCTION

The Tang, Statz, and deMars (TSD) equations [1] have recently been revisited in connection with antiphase dynamics (AD) observed in solid-state multimode free-running Fabry-Perot lasers. In these lasers, the modes of the field are standing waves and the population inversion gratings created by each mode are also standing waves. The gratings are phase insensitive because the cross-gratings play no role in the slow response of the population inversion due to their rapid oscillations at the intermode beat frequency. Thus, for this class of $N$-mode lasers, only $2 N+1$ equations are needed for $2 N+1$ real dynamical variables: $N$ modal intensities, $N$ population inversion gratings, and one spatially averaged population inversion. The TSD equations are those $2 N+1$ equations. The most pronounced collective selforganized behavior of a multimode laser is its intensity coherence. The modal intensities may respond to perturbations at $M$ frequencies $(M \leqslant N)$, but their sum is almost or exactly vanishing at all frequencies but the highest one. This phenomenon, the so-called antiphase dynamics [2], was observed experimentally for the first time in optics [3] in a neodymium-doped yttrium aluminum garnet (Nd:YAG) laser containing a potassium titanyl phosphate (KTP) crystal responsible for the laser intracavity second-harmonic generation. Unexpectedly, however, there is an asymptotic link [4] between the rate equations modeling intracavity secondharmonic generation in a Nd:YAG laser and the TSD equations modeling a multimode Fabry-Perot laser. Both sets of equations display the same '"nonlinear nucleus," which is responsible for $A D$. It is worth noting that $A D$ arises in a variety of circumstances: in the transient relaxation to steady state [5-7], in the presence of an external periodic modulation [8-11], in the noise spectrum of a cw laser [12], and in the chaotic regime $[9,10,13-15]$.

From a theoretical point of view, several types of AD

[^0]have been identified [16]. Antiphased solutions of specific forms have also been investigated in the context of Josephson-junction arrays [17,18] and coupled laser arrays [19,20], as well as in a more general context of coupled nonlinear oscillators [21-23]. For a solid-state Fabry-Perot laser operating on $N$ modes, the signature of AD is as follows. The modal intensities have a response to an external perturbation which is characterized, in general, by $N$ frequencies $\Omega_{1}>\Omega_{2}>\cdots>\Omega_{N}$ such that the oscillations are always in-phased at $\Omega_{1}$ and perfectly or partially antiphased at all other frequencies. This has been derived analytically and confirmed experimentally for $N=2$ in [24] and $N=3$ in [25-27]. In [27,28] different types of self-organization associated with AD have been conjectured for any number $N$ of lasing modes as well. The simplest model, solvable for an arbitrary mode number $N$, is the reference model [29], in which all the modes are assumed to have the same gain and an infinite loss rate. The effect of an arbitrary loss rate has recently been taken into account in [30] and in a generalized reference model [31]. A somewhat different approach has been followed in [32]. In both reference models [29] and [31], AD has explicitly been shown to be a universal property in the dynamics of multimode Fabry-Perot lasers, i.e., it is free from the system preparation.

Most analytical results available up to now have been obtained from the linearized theory. A notable exception is a global stability theorem that proves that the steady-state solution of the rate equations is stable if the population inversion is everywhere positive [33,34]. Although the linearization approximation succeeds in capturing the essential aspects of the laser dynamics, it is still far from a complete description of the problem. The purpose of this paper is to progress beyond the linearized theory to get better insight into AD . We consider a model that is somewhat intermediate between those of [29] and [31]. Namely, we assume an equal gain and a finite but large loss rate for all modes. Introducing multiple time scales suggested by the linearized stability analysis, we perform a nonlinear analysis of the TSD equations. As a result, we find a distinctive signature of $A D$, derive explicit expressions for the damping rates, clarify the
initial-condition-dependent manifestation of AD, and establish relationships between the modal intensity power spectra peak heights at different relaxation oscillation frequencies. In parallel with the theoretical treatment, we also carry out numerical simulations using the full TSD equations. We obtain good agreement between the analytical and numerical results.
Our paper is organized as follows. After the Introduction, we construct in Sec. II the nonlinear evolution equations for the deviation from the steady state. In Sec. III we solve the nonlinear equations using the multiple time scale method, which leads to the formulation of solvability conditions. Physical aspects based on the mathematical results of Sec. III are discussed in Sec. IV. Section V deals with the resonant case to which the analysis done in Sec. III is not applicable. Concluding remarks are given in Sec. VI.

## II. EVOLUTION EQUATIONS

We consider an $N$ mode Fabry-Perot laser which can be described by the $2 N+1$ TSD rate equations [1,2]

$$
\begin{gather*}
\varepsilon^{2} \frac{d I_{p}}{d t}=\left[\left(D-\frac{Q_{p}}{2}\right) \gamma_{p}-1\right] I_{p}, \\
\frac{d Q_{p}}{d t}=D \gamma_{p} I_{p}-\left(1+\sum_{q=1}^{N} \gamma_{q} I_{q}\right) Q_{p}  \tag{1}\\
\frac{d D}{d t}=w-D-\sum_{q=1}^{N}\left(D-\frac{Q_{q}}{2}\right) \gamma_{q} I_{q},
\end{gather*}
$$

where $I_{p}$ and $Q_{p}$ denote the modal intensity and population inversion grating associated with the same cavity mode at optical frequency, and $D$ is the spatially averaged population inversion. $\gamma_{p} \leqslant 1$ is the modal gain in units of that of the first mode, $w \geqslant 1$ is the pump rate in units of the first mode threshold pump, and $\varepsilon=1 / \sqrt{k}$ with $k$ the modal loss rate, which is assumed to be mode-independent and scaled to the population inversion decay rate. Our interest is in lasers such as $\mathrm{Nd}: \mathrm{YAG}$ or $\mathrm{LiNdP}_{4} \mathrm{O}_{12}$ lasers which have $k$ greater than or equal to $10^{4}$. For such lasers $\varepsilon$ is a useful small parameter. Let

$$
\mathcal{I}_{p}=I_{p}-I_{p}^{s}, \quad \varepsilon \mathcal{Q}_{p}=Q_{p}-Q_{p}^{s}, \quad \varepsilon \mathcal{D}=D-D^{s}
$$

be the deviations from the steady state $\left\{I_{p}^{s}, Q_{p}^{s}, D^{s}\right\}$ of (1). The TSD equations yield for the deviations

$$
\begin{gather*}
\varepsilon \frac{d \mathcal{I}_{p}}{d t}=\gamma_{p}\left(\mathcal{D}-\frac{\mathcal{Q}_{p}}{2}\right)\left(I_{p}^{s}+\mathcal{I}_{p}\right), \\
\varepsilon \frac{d \mathcal{Q}_{p}}{d t}=D^{s} \gamma_{p} \mathcal{I}_{p}-Q_{p}^{s} \sum_{q=1}^{N} \gamma_{q} \mathcal{I}_{q} \\
+\varepsilon\left\{\gamma_{p} \mathcal{D}\left(I_{p}^{s}+\mathcal{I}_{p}\right)-\left[1+\sum_{q=1}^{N} \gamma_{q}\left(I_{q}^{s}+\mathcal{I}_{q}\right)\right] \mathcal{Q}_{p}\right\},  \tag{2}\\
\varepsilon \frac{d \mathcal{D}}{d t}=-\sum_{q=1}^{N} \mathcal{I}_{q}-\varepsilon\left[\mathcal{D}+\sum_{q} \gamma_{q}\left(\mathcal{D}-\frac{\mathcal{Q}_{q}}{2}\right)\left(I_{q}^{s}+\mathcal{I}_{q}\right)\right] .
\end{gather*}
$$

Equations (2) are still exact. Expanding $\gamma_{p}$ and the dynamical variables in powers of $\varepsilon$ leads to a sequence of linear problems that may be solved sequentially. This is done in the next section.

## III. MULTIPLE TIME SCALES

We seek perturbative solutions of Eqs. (2) in the form of a series in $\varepsilon$,

$$
\begin{gather*}
\mathcal{I}_{p}=\varepsilon\left(\mathcal{I}_{p 0}+\varepsilon \mathcal{I}_{p 1}+\cdots\right), \quad \mathcal{Q}_{p}=\varepsilon\left(\mathcal{Q}_{p 0}+\varepsilon \mathcal{Q}_{p 1}+\cdots\right), \\
\mathcal{D}=\varepsilon\left(\mathcal{D}_{0}+\varepsilon \mathcal{D}_{1}+\cdots\right), \tag{3}
\end{gather*}
$$

where $\mathcal{I}_{p j}, \mathcal{Q}_{p j}$, and $\mathcal{D}_{j}$ are $\mathcal{O}(1)$. In addition, we introduce the simplifying assumption $\gamma_{p}=1 \forall p$. Inserting Eq. (3) and $\gamma_{p}=1$ into Eq. (2) generates on both sides infinite series in powers of $\varepsilon$. If we truncate each side after its leading order in $\varepsilon$, we see that $t / \varepsilon$ is the relevant time scale. Yet, $t$ becomes the relevant time scale at the next order in $\varepsilon$, and so on. In other words, the dynamics is governed by time scales separated by powers of $\varepsilon$. This is confirmed by a direct linear stability analysis [2,30]. Guided by this argument, we introduce new independent multiple time scales $T_{-1}, T_{0}, T_{1}, T_{2}, \ldots$ as

$$
\begin{equation*}
T_{-1}=\varepsilon^{-1} t, \quad T_{0}=\varepsilon^{0} t, \quad T_{1}=\varepsilon^{1} t, \quad T_{2}=\varepsilon^{2} t, \ldots . \tag{4}
\end{equation*}
$$

Substituting Eq. (3) into Eq. (2) with the aid of the chain rule

$$
\begin{aligned}
\frac{d}{d t} & =\frac{\partial}{\partial T_{-1}} \frac{d T_{-1}}{d t}+\frac{\partial}{\partial T_{0}} \frac{d T_{0}}{d t}+\frac{\partial}{\partial T_{1}} \frac{d T_{1}}{d t}+\cdots \\
& =\frac{1}{\varepsilon} \frac{\partial}{\partial T_{-1}}+\frac{\partial}{\partial T_{0}}+\varepsilon \frac{\partial}{\partial T_{1}}+\cdots,
\end{aligned}
$$

and equating to zero coefficients of like orders of $\varepsilon$, we arrive at the following sequence of equation systems.

At $\mathcal{O}(1)$

$$
\begin{gather*}
\frac{\partial \mathcal{I}_{p 0}}{\partial T_{-1}}=\left(\mathcal{D}_{0}-\frac{\mathcal{Q}_{p 0}}{2}\right) I, \\
\frac{\partial \mathcal{Q}_{p 0}}{\partial T_{-1}}=d \mathcal{I}_{p 0}-Q \sum_{q=1}^{N} \mathcal{I}_{q 0},  \tag{5}\\
\frac{\partial \mathcal{D}_{0}}{\partial T_{-1}}=-\sum_{q=1}^{N} \mathcal{I}_{q 0} .
\end{gather*}
$$

At $\mathcal{O}(\varepsilon)$

$$
\begin{gather*}
\frac{\partial \mathcal{I}_{p 1}}{\partial T_{-1}}=\left(\mathcal{D}_{1}-\frac{\mathcal{Q}_{p 1}}{2}\right) I+\left[\frac{\mathcal{I}_{p 0}}{I} \frac{\partial}{\partial T_{-1}}-\frac{\partial}{\partial T_{0}}\right] \mathcal{I}_{p 0} \\
\frac{\partial \mathcal{Q}_{p 1}}{\partial T_{-1}}=d \mathcal{I}_{p 1}-Q \sum_{q=1}^{N} \mathcal{I}_{q 1}+I \mathcal{D}_{0}-\left(\frac{\partial}{\partial T_{0}}+U\right) \mathcal{Q}_{p 0}  \tag{6}\\
\frac{\partial \mathcal{D}_{1}}{\partial T_{-1}}=-\sum_{q=1}^{N} \mathcal{I}_{q 1}+\left(\frac{\partial^{2}}{\partial T_{-1}^{2}}-\frac{\partial}{\partial T_{0}}-1\right) \mathcal{D}_{0} .
\end{gather*}
$$

At $\mathcal{O}\left(\varepsilon^{2}\right)$

$$
\begin{align*}
\frac{\partial \mathcal{I}_{p 2}}{\partial T_{-1}}= & \left(\mathcal{D}_{2}-\frac{\mathcal{Q}_{p 2}}{2}\right) I+\frac{1}{I} \frac{\partial}{\partial T_{-1}}\left(\mathcal{I}_{p 0} \mathcal{I}_{p 1}-\frac{\mathcal{I}_{p 0}^{3}}{3 I}\right) \\
& +\frac{\partial}{\partial T_{0}}\left(\frac{\mathcal{I}_{p 0}^{2}}{2 I}-\mathcal{I}_{p 1}\right)-\frac{\partial \mathcal{I}_{p 0}}{\partial T_{1}}, \\
\frac{\partial \mathcal{Q}_{p 2}}{\partial T_{-1}}= & d \mathcal{I}_{p 2}-Q \sum_{q=1}^{N} \mathcal{I}_{q 2}+\left(\mathcal{I}_{p 0}+\mathcal{Q}_{p 0} \frac{\partial}{\partial T_{-1}}\right) \mathcal{D}_{0}+I \mathcal{D}_{1} \\
- & \left(\frac{\partial}{\partial T_{0}}+U\right) \mathcal{Q}_{p 1}-\frac{\partial \mathcal{Q}_{p 0}}{\partial T_{1}},  \tag{7}\\
\frac{\partial \mathcal{D}_{2}}{\partial T_{-1}}= & -\sum_{q=1}^{N} \mathcal{I}_{q 2}+\left(\frac{\partial^{2}}{\partial T_{-1}^{2}}-\frac{\partial}{\partial T_{0}}-1\right) \mathcal{D}_{1} \\
& +\left(\frac{2 \partial}{\partial T_{-1}} \frac{\partial}{\partial T_{0}}-\frac{\partial^{3}}{\partial T_{-1}^{3}}+\frac{\partial}{\partial T_{-1}}-\frac{\partial}{\partial T_{1}}\right) \mathcal{D}_{0} .
\end{align*}
$$

And so on. The assumption $\gamma_{p}=1 \quad \forall p$ implies $I=I_{p}^{s}$, $Q=Q_{p}^{s}, d=D^{s}$ and $U=1+\sum_{q=1}^{N} I_{q}^{s}=1+N I$. Note that in Eqs. (5)-(7) each of the dynamical variables still depends on all the time scales $T_{-1}, T_{0}, T_{1}, \ldots$.

Let us rewrite the above systems of equations in matrix forms:

$$
\begin{gather*}
\frac{\partial \mathcal{Z}_{0}}{\partial T_{-1}}=L \mathcal{Z}_{0},  \tag{8}\\
\frac{\partial \mathcal{Z}_{1}}{\partial T_{-1}}=L \mathcal{Z}_{1}+M_{1},  \tag{9}\\
\frac{\partial \mathcal{Z}_{2}}{\partial T_{-1}}=L \mathcal{Z}_{2}+M_{2}, \tag{10}
\end{gather*}
$$

where $\mathcal{Z}_{j}$ is a $2 N+1$ column vector $\mathcal{Z}_{j}=\operatorname{col}\left(\mathcal{D}_{\dot{j}}, \mathcal{I}_{T j}\right.$, $\left.\mathcal{Q}_{T j}, \mathcal{I}_{2 j}, \mathcal{Q}_{2 j}, \mathcal{I}_{3 j}, \mathcal{Q}_{3 j}, \ldots, \mathcal{I}_{N j}, \mathcal{Q}_{N j}\right) \quad$ with $\quad \mathcal{I}_{T j}=\sum_{q=1}^{N} \mathcal{I}_{q j}$ and $\mathcal{Q}_{T j}=\sum_{q=1}^{N} \mathcal{Q}_{q j}, L$ is a $(2 N+1) \times(2 N+1)$ constant matrix, and $M_{j}$ are $2 N+1$ column vectors that depend nonlinearly on the $\left\{\mathcal{Z}_{k}\right\}$ with $k<j$. In this representation $L$ has a convenient form, given in Appendix A together with $M_{1}$ and $M_{2}$.

## A. The $\mathcal{O}(1)$ problem

The $\mathcal{O}(1)$ problem consists of the homogeneous equation (8), which can be obtained directly by linearizing the righthand side (rhs) of Eq. (2) and has been studied in $[2,29]$ using another representation for the eigenvector. It has five distinct eigenvalues,

$$
\begin{gather*}
\lambda_{1}=0, \\
\lambda_{j}=-i \omega_{L} \quad \text { with } \quad j=2,3, \ldots, N \quad \text { and } \quad \omega_{L}=\sqrt{I d / 2},  \tag{12}\\
\lambda_{N+j}=+i \omega_{L} \quad \text { with } \quad j=2,3, \ldots, N,  \tag{13}\\
\lambda_{N+1}=-i \omega_{R} \quad \text { with } \quad \omega_{R}=\sqrt{I(2 N+d-N Q) / 2}=\sqrt{w-1}, \tag{14}
\end{gather*}
$$

$$
\begin{equation*}
\lambda_{2 N+1}=+i \omega_{R} \tag{15}
\end{equation*}
$$

The eigenvector associated with the zero eigenvalue is

$$
\begin{equation*}
\mathcal{Z}_{0}^{(1)}=\operatorname{col}(1 / 2,0, N, 0,1,0,1, \ldots, 0,1) \tag{16}
\end{equation*}
$$

From (12) and (13) it is clear that each of the two eigenvalues $\pm i \omega_{L}$ is $N-1$ degenerate. The $N-1$ orthogonal eigenvectors associated with $-i \omega_{L}$ are

$$
\begin{gather*}
\mathcal{Z}_{0}^{(2)}=\operatorname{col}\left(0,0,0,-i \omega_{L} / d, 1,0,0, \ldots, 0,0\right) \\
\mathcal{Z}_{0}^{(3)}=\operatorname{col}\left(0,0,0,0,0,-i \omega_{L} / d, 1, \ldots, 0,0\right) \\
\vdots  \tag{17}\\
\mathcal{Z}_{0}^{(N)}=\operatorname{col}\left(0,0,0,0,0,0,0, \ldots,-i \omega_{L} / d, 1\right)
\end{gather*}
$$

while those associated with $i \omega_{L}$ are $\mathcal{Z}_{0}^{(N+j)}$

$$
\begin{equation*}
\mathcal{Z}_{0}^{(N+j)}=\mathcal{Z}_{0}^{(j) *} \quad \text { with } \quad j=2,3, \ldots, N \tag{18}
\end{equation*}
$$

As for the eigenvalues $-i \omega_{R}$ and $i \omega_{R}$, the associated eigenvectors are

$$
\begin{equation*}
\mathcal{Z}_{0}^{(N+1)}=\operatorname{col}(N /(N Q-d), i N \sigma, N, i \sigma, 1, i \sigma, 1, \ldots, i \sigma, 1), \tag{19}
\end{equation*}
$$

where $\sigma=\omega_{R} /(N Q-d)$ and

$$
\begin{equation*}
\mathcal{Z}_{0}^{(2 N+1)}=\mathcal{Z}_{0}^{(N+1) *} \tag{20}
\end{equation*}
$$

respectively.
It is easy to verify that the $2 N+1$ solutions $\mathcal{Z}_{0}^{(n)} \exp \left(\lambda_{n} T_{-1}\right)$ with $n=1,2, \ldots, 2 N+1$ of the homogeneous problem (8) are linearly independent. They thus constitute the fundamental set of solutions of the homogeneous problem and its general solution is

$$
\begin{equation*}
\mathcal{Z}_{0}=\Phi \cdot A \tag{21}
\end{equation*}
$$

where $\Phi$ is the fundamental matrix of Eq. (8), which is the $(2 N+1) \times(2 N+1)$ matrix

$$
\begin{equation*}
\Phi\left(T_{-1}\right)=\left(\mathcal{Z}_{0}^{(1)} \exp \left(\lambda_{1} T_{-1}\right) \quad \mathcal{Z}_{0}^{(2)} \exp \left(\lambda_{2} T_{-1}\right) \quad \cdots \quad \mathcal{Z}_{0}^{(2 N+1)} \exp \left(\lambda_{2 N+1} T_{-1}\right)\right) \tag{22}
\end{equation*}
$$

and $A$ is a $2 N+1$ column vector

$$
\begin{equation*}
A=\operatorname{col}\left(A_{0}, A_{L, 1}, \ldots, A_{L, N-1}, A_{R}, A_{L, 1}^{*}, \ldots, A_{L, N-1}^{*}, A_{R}^{*}\right) \tag{23}
\end{equation*}
$$

with $A_{0}$ arbitrary real and $A_{L, j}$ and $A_{R}$ arbitrary complex functions of all the time scales slower than $T_{-1}$, i.e., of $T_{0}$, $T_{1}$, etc.

The dependence of the vector $A$ on $T_{0}, T_{1}$, etc. cannot be derived within the $\mathcal{O}(1)$ problem. This is the main restriction of the reference model [2,29] which retains only undamped relaxation oscillations. To get a more complete picture of the laser dynamics, we need to analyze the next order equation (9) which is the $\mathcal{O}(\varepsilon)$ problem.

## B. The $\mathcal{O}(\varepsilon)$ problem

Equation (9) is an inhomogeneous equation. Making use of (16)-(20) in (A1), we can express $M_{1}$ as

$$
\begin{align*}
M_{1}= & M_{1}^{(0)}+\left[M_{1}^{(L)} \exp \left(-i \omega_{L} T_{-1}\right)+M_{1}^{(R)} \exp \left(-i \omega_{R} T_{-1}\right)\right. \\
& +M_{1}^{(2 L)} \exp \left(-2 i \omega_{L} T_{-1}\right)+M_{1}^{(2 R)} \exp \left(-2 i \omega_{R} T_{-1}\right) \\
& +M_{1}^{(L-R)} \exp \left[-i\left(\omega_{L}-\omega_{R}\right) T_{-1}\right] \\
& \left.+M_{1}^{(L+R)} \exp \left[-i\left(\omega_{L}+\omega_{R}\right) T_{-1}\right]+\text { c.c. }\right] \tag{24}
\end{align*}
$$

where the matrices $M_{1}^{(j)}$ are given in Appendix B.
Since the homogeneous part of (9) coincides with the homogeneous problem (8) and the inhomogeneous part $M_{1}$ contains terms proportional to $\exp \left(i \omega T_{-1}\right)$ with $\omega=0, \omega_{L}$ and $\omega_{R}$, the problem (9) has bounded and periodic solutions if the following solvability conditions are satisfied [2]:

$$
\begin{gather*}
0=\left[M_{1}^{(0)}, F^{(1)}\right],  \tag{25}\\
0=\left[M_{1}^{(L)}, F^{(N+j)}\right] ; \quad j=2,3, \ldots, N,  \tag{26}\\
0=\left[M_{1}^{(R)}, F^{(2 N+1)}\right], \tag{27}
\end{gather*}
$$

where $[\alpha, \beta]$ denotes the inner product of $\alpha$ and $\beta$ while $F^{(n)}$ are the eigenvectors of the homogeneous adjoint problem

$$
\begin{equation*}
\frac{\partial F}{\partial T_{-1}}=-L^{+} F, \quad\langle\alpha, L \beta\rangle \equiv\left\langle L^{+} \alpha, \beta\right\rangle \tag{28}
\end{equation*}
$$

with $\langle\alpha, \beta\rangle$ the scalar product of $\alpha$ and $\beta$. The matrix $L^{+}$ has the same eigenvalues (11) to (15) as $L$. Its eigenvectors are

$$
\begin{gather*}
F^{(1)}=\operatorname{col}(d-N Q, 0,1,0,0,0,0, \ldots, 0,0),  \tag{29}\\
F^{(2)}=\operatorname{col}\left(0,2 i \omega_{L} / N I,-1 / N,-2 i \omega_{L} / I, 1,0,0, \ldots, 0,0\right), \\
F^{(3)}=\operatorname{col}\left(0,2 i \omega_{L} / N I,-1 / N, 0,0,-2 i \omega_{L} / I, 1, \ldots, 0,0\right), \\
\vdots  \tag{30}\\
F^{(N)}=\operatorname{col}\left(0,2 i \omega_{L} / N I,-1 / N, 0,0,0,0, \ldots,-2 i \omega_{L} / I, 1\right), \\
F^{(N+1)}=\operatorname{col}\left(-2 N,-2 i \omega_{R} / I, 1,0,0,0,0, \ldots, 0,0\right), \tag{31}
\end{gather*}
$$

and

$$
\begin{equation*}
F^{(N+j)}=F^{(j) *} \quad \text { with } \quad j=2,3, \ldots, N+1 . \tag{32}
\end{equation*}
$$

Solving Eq. (9) yields the explicit dependence on $T_{0}$ of the functions $A$

$$
\begin{equation*}
A_{0}=B_{0}\left(T_{1}, T_{2}, \ldots\right) \exp \left(-\Gamma_{0} T_{0}\right) \tag{33}
\end{equation*}
$$

with

$$
\begin{gather*}
\Gamma_{0}=1+N(2 N-1) I^{2} /\left(2 \omega_{R}^{2}\right),  \tag{34}\\
A_{L, j}=B_{L, j}\left(T_{1}, T_{2}, \ldots\right) \exp \left(-\Gamma_{L} T_{0}\right), j=1,2, \ldots, N-1 \tag{35}
\end{gather*}
$$

with

$$
\begin{equation*}
\Gamma_{L}=U / 2, \tag{36}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{R}=B_{R}\left(T_{1}, T_{2}, \ldots\right) \exp \left(-\Gamma_{R} T_{0}\right) \tag{37}
\end{equation*}
$$

with

$$
\begin{equation*}
\Gamma_{R}=(2 N+1) w I /\left(4 \omega_{R}^{2}\right) \tag{38}
\end{equation*}
$$

In the above formulas the functions $B$ are still arbitrary.
Using (33), (35), and (37), the vector $A$ given by (23) becomes

$$
\begin{align*}
A= & \operatorname{col}\left(B_{0} \exp \left(-\Gamma_{0} T_{0}\right), B_{L, 1} \exp \left(-\Gamma_{L} T_{0}\right), \ldots, B_{L, N-1}\right. \\
& \times \exp \left(-\Gamma_{L} T_{0}\right), B_{R} \exp \left(-\Gamma_{R} T_{0}\right), B_{L, 1}^{*} \\
& \times \exp \left(-\Gamma_{L} T_{0}\right), \ldots, B_{L, N-1}^{*} \exp \left(-\Gamma_{L} T_{0}\right), B_{R}^{*} \\
& \left.\times \exp \left(-\Gamma_{R} T_{0}\right)\right) . \tag{39}
\end{align*}
$$

The general solution of Eq. (9) is

$$
\begin{equation*}
\mathcal{Z}_{1}=\widetilde{\mathcal{Z}}_{0}+\mathcal{Z}_{1, p a r}, \quad \widetilde{\mathcal{Z}}_{0}=\Phi \cdot \widetilde{A} \tag{40}
\end{equation*}
$$

where $\widetilde{A}$ is given by Eq. (39) with $B$ replaced by $\widetilde{B}$, and $\mathcal{Z}_{1, \text { par }}$ is a particular solution of Eq. (9):

$$
\begin{equation*}
\mathcal{Z}_{1, p a r}=\Phi \cdot \int \Phi^{-1} \cdot \widetilde{M}_{1} d T_{-1} \tag{41}
\end{equation*}
$$

The vector $\widetilde{M}_{1}$ is given by (A1) in which $\mathcal{D}_{0}, \mathcal{I}_{T 0}, \mathcal{Q}_{T 0}, \mathcal{I}_{q 0}$, and $\mathcal{Q}_{q 0}$ are replaced by $\widetilde{\mathcal{D}}_{0}, \widetilde{\mathcal{I}}_{T 0}, \widetilde{\mathcal{Q}}_{T 0}, \widetilde{\mathcal{I}}_{q 0}$, and $\widetilde{\mathcal{Q}}_{q 0}$, respectively. Substituting $\Phi$ from (22) and $\widetilde{M}_{1}$ into (41) yields

$$
\begin{aligned}
\mathcal{Z}_{1, p a r}= & \mathcal{Z}_{1, p a r}^{(0)} \exp \left(-\Gamma_{0} T_{0}\right)+\left\{\mathcal{Z}_{1, p a r}^{(L)} \exp \left(-i \omega_{L} T_{-1}-\Gamma_{L} T_{0}\right)\right. \\
& +\mathcal{Z}_{1, p a r}^{(R)} \exp \left(-i \omega_{R} T_{-1}-\Gamma_{R} T_{0}\right) \\
& +\mathcal{Z}_{1, p a r}^{(2 L)} \exp \left(-2 i \omega_{L} T_{-1}-2 \Gamma_{L} T_{0}\right) \\
& +\mathcal{Z}_{1, p a r}^{(2 R)} \exp \left(-2 i \omega_{R} T_{-1}-2 \Gamma_{R} T_{0}\right)+\mathcal{Z}_{1, p a r}^{(L-R)} \\
& \times \exp \left[-i\left(\omega_{L}-\omega_{R}\right) T_{-1}-\left(\Gamma_{L}+\Gamma_{R}\right) T_{0}\right]+\mathcal{Z}_{1, p a r}^{(L+R)} \\
& \left.\times \exp \left[-i\left(\omega_{L}+\omega_{R}\right) T_{-1}-\left(\Gamma_{L}+\Gamma_{R}\right) T_{0}\right]+\text { c.c. }\right\} .
\end{aligned}
$$

The different components of $\mathcal{Z}_{1, p a r}$ are
$\mathcal{Z}_{1, p a r}^{(0)}=\frac{(2 N-1) I \widetilde{B}_{0}}{2[d-N(Q-2)]} \operatorname{col}(0, N, 0,1,0,1,0, \ldots, 1,0)$,

$$
\begin{gather*}
\mathcal{Z}_{1, p a r}^{(L)}=\frac{U}{4 d} \operatorname{col}\left(0,0,0, \widetilde{B}_{L, 1}, \frac{-i d \widetilde{B}_{L, 1}}{\omega_{L}}, \widetilde{B}_{L, 2}, \frac{-i d \widetilde{B}_{L, 2}}{\omega_{L}}, \ldots, \widetilde{B}_{L, N-1}, \frac{-i d \widetilde{B}_{L, N-1}}{\omega_{L}}\right),  \tag{43}\\
\mathcal{Z}_{1, p a r}^{(R)}=\frac{\widetilde{B}_{R}}{4[N(Q-2)-d](N Q-d)} \operatorname{col}(N i \alpha, N \beta, N i \vartheta, \beta, i \vartheta, \beta, i \vartheta, \ldots, \beta, i \vartheta),  \tag{44}\\
\mathcal{Z}_{1, p a r}^{(2 L)}=\frac{N b}{I\left(4 \omega_{L}^{2}-\omega_{R}^{2}\right)} \operatorname{col}\left(i \widetilde{B}_{L}^{2},-2 \omega_{L} \widetilde{B}_{L}^{2}, i(N Q-d) \widetilde{B}_{L}^{2}, \varphi_{1}, i \phi_{1}, \varphi_{2}, i \phi_{2}, \ldots, \varphi_{N-1}, i \phi_{N-1}\right),  \tag{45}\\
\mathcal{Z}_{1, p a r}^{(2 R)}=\frac{g \widetilde{B}_{R}^{2}}{6 I \omega_{R}^{2}} \operatorname{col}\left(N i,-2 N \omega_{R}, N i(N Q-d), \chi, \eta, \chi, \eta, \ldots, \chi, \eta\right),  \tag{46}\\
\mathcal{Z}_{1, p a r}^{(L-R)}=  \tag{47}\\
\frac{d \omega^{(-)} h^{(-)} \widetilde{B}_{R}^{*}}{\omega_{R}\left(2 \omega_{L}-\omega_{R}\right)} \operatorname{col}\left(0,0,0, \widetilde{B}_{L, 1}, \frac{i \widetilde{B}_{L, 1}}{\omega^{(-)}}, \widetilde{B}_{L, 2}, \frac{i \widetilde{B}_{L, 2}}{\omega^{(-)}}, \ldots, \widetilde{B}_{L, N-1}, \frac{i \widetilde{B}_{L, N-1}}{\omega^{(-)}}\right),
\end{gather*}
$$

and

$$
\begin{equation*}
\mathcal{Z}_{1, p a r}^{(L+R)}=\frac{d \omega^{(+)} h^{(+)} \widetilde{B}_{R}}{\omega_{R}\left(2 \omega_{L}+\omega_{R}\right)} \operatorname{col}\left(0,0,0, \widetilde{B}_{L, 1}, \frac{i \widetilde{B}_{L, 1}}{\omega^{(+)}}, \widetilde{B}_{L, 2}, \frac{i \widetilde{B}_{L, 2}}{\omega^{(+)}}, \ldots, \widetilde{B}_{L, N-1}, \frac{i \widetilde{B}_{L, N-1}}{\omega^{(+)}}\right) \tag{48}
\end{equation*}
$$

The notation used in the above formulas is defined in Appendix C.

With this, we have determined the explicit dependence of the dynamical variables on the first two time scales, $T_{-1}$ and $T_{0}$. Information on the slower time scales $T_{1}, T_{2}, \ldots$ is contained in the functions $\widetilde{B}$.

## C. The $\mathcal{O}\left(\varepsilon^{2}\right)$ problem

The unknown functions $\widetilde{B}$ should, in turn, be determined by analyzing the $\mathcal{O}\left(\varepsilon^{2}\right)$ problem, Eq. (10). This problem admits periodic solutions provided that its inhomogeneous part obeys the solvability conditions

$$
\begin{gather*}
0=\left[\widetilde{M}_{2}^{(0)}, F^{(1)}\right],  \tag{49}\\
0=\left[\widetilde{M}_{2}^{(L)}, F^{(N+j)}\right] ; \quad j=2,3, \ldots, N,  \tag{50}\\
0=\left[\widetilde{M}_{2}^{(R)}, F^{(2 N+1)}\right] . \tag{51}
\end{gather*}
$$

The $\widetilde{M}_{2}^{(0, L, R)}$ which are defined in Appendix D, are related to $\widetilde{M}_{2}$ as follows:

$$
\begin{align*}
\widetilde{M}_{2}= & \widetilde{M}_{2}^{(0)} \exp \left(-\Gamma_{0} T_{0}\right)+\left[\widetilde{M}_{2}^{(L)} \exp \left(-\Gamma_{L} T_{0}-i \omega_{L} T_{-1}\right)\right. \\
& \left.+\widetilde{M}_{2}^{(R)} \exp \left(-\Gamma_{R} T_{0}-i \omega_{R} T_{-1}\right)+\mathrm{NST}^{\prime} \mathrm{s}+\text { c.c. }\right] \tag{52}
\end{align*}
$$

where NST denotes nonsecular term and the matrices $\widetilde{M}_{2}^{(j)}$ are given in Appendix D.

The solvability conditions (49)-(51) yield

$$
\begin{align*}
\widetilde{B_{0}} & =C_{0} \exp \left(-g_{0} T_{1}\right),  \tag{53}\\
\widetilde{B_{L, j}} & =C_{L, j} \exp \left(-g_{L} T_{1}\right), \tag{54}
\end{align*}
$$

$$
\begin{equation*}
\widetilde{B}_{R}=C_{R} \exp \left[\left(i \rho_{R}-g_{R}\right) T_{1}\right] \tag{55}
\end{equation*}
$$

where the $C$ 's are unknown functions of $T_{2}, T_{3}, \ldots$, while

$$
\begin{gather*}
g_{0}=\frac{d-1}{\omega_{R}^{2}}-\Gamma_{0}=-\frac{N I}{\omega_{R}^{2}}\left[1+\left(N-\frac{1}{2}\right) I\right],  \tag{56}\\
g_{L}=-\Gamma_{L},  \tag{57}\\
g_{R}=\frac{N I w}{2 \omega_{R}^{2}}-\Gamma_{R}=-\frac{I w}{4 \omega_{R}^{2}} \tag{58}
\end{gather*}
$$

and

$$
\rho_{R}=\frac{I}{2 \omega_{R}^{2}}\left\{\frac{1}{8 \omega_{R}}\left[\frac{N I \alpha\left(w-\Gamma_{R}\right)}{\omega_{R}}+\beta \Gamma_{R}\right]-N w \omega_{R}\right\} .
$$

## D. Initial conditions

So far we have derived the dependence of the solution on $T_{-1}, T_{0}$, and $T_{1}$. Because the slower time scales $T_{2}, T_{3}, \ldots$ are not of practical importance, we can complete our analysis by determining the still unknown quantities $B$ and $C$ from the initial condition, which should also be expanded in powers of $\varepsilon$,

$$
\mathcal{Z}^{0}=\varepsilon\left(\mathcal{Z}_{0}^{0}+\varepsilon \mathcal{Z}_{1}^{0}+\cdots\right)
$$

where the superscript implies the initial value of the dynamical variable. Obviously, the $B$ 's are to be obtained from

$$
\begin{equation*}
\mathcal{Z}_{0}(0,0, \ldots)=\mathcal{Z}_{0}^{0} \tag{59}
\end{equation*}
$$

and the $C$ 's from

$$
\begin{equation*}
\mathcal{Z}_{1}(0,0, \ldots)=\mathcal{Z}_{1}^{0}, \tag{60}
\end{equation*}
$$

where $\mathcal{Z}_{0}(0,0, \ldots)$ and $\mathcal{Z}_{1}(0,0, \ldots)$ are given by Eqs. (21) and (40), respectively. We shall only solve Eq. (59), since it
provides the dominant behavior of the laser dynamics. In matrix form, Eq. (59) reads

$$
\begin{equation*}
\mathcal{M B}=\mathcal{Z}_{0}^{0} \tag{61}
\end{equation*}
$$

where

$$
\mathcal{M}=\left(\begin{array}{ccccccccccc}
\frac{1}{2} & 0 & 0 & \ldots & 0 & -\frac{N I}{2(d-1)} & 0 & 0 & \cdots & 0 & -\frac{N I}{2(d-1)} \\
0 & 0 & 0 & \ldots & 0 & -\frac{i N I \omega_{R}}{2(d-1)} & 0 & 0 & \cdots & & \frac{i N I \omega_{R}}{2(d-1)} \\
N & 0 & 0 & \ldots & 0 & N & 0 & 0 & \cdots & 0 & N \\
0 & -\frac{i \omega_{L}}{d} & 0 & \ldots & 0 & -\frac{i I \omega_{R}}{2(d-1)} & \frac{i \omega_{L}}{d} & 0 & \cdots & 0 & \frac{i I \omega_{R}}{2(d-1)} \\
1 & 1 & 0 & \ldots & 0 & 1 & 1 & 0 & \cdots & 0 & 1 \\
0 & 0 & -\frac{i \omega_{L}}{d} & \ldots & 0 & -\frac{i I \omega_{R}}{2(d-1)} & 0 & \frac{i \omega_{L}}{d} & \cdots & 0 & \frac{i I \omega_{R}}{2(d-1)} \\
1 & 0 & 1 & \ldots & 0 & 1 & 0 & 1 & \cdots & 0 & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & -\frac{i \omega_{L}}{d} & -\frac{i I \omega_{R}}{2(d-1)} & 0 & 0 & \cdots & \frac{i \omega_{L}}{d} & \frac{i I \omega_{R}}{2(d-1)} \\
1 & 0 & 0 & \ldots & 1 & 1 & 0 & 0 & \cdots & 1 & 1
\end{array}\right)
$$

and

$$
\mathcal{Z}_{0}^{0}=\operatorname{col}\left(\mathcal{D}_{0}^{0}, \mathcal{I}_{T 0}^{0}, \mathcal{Q}_{T 0}^{0}, \mathcal{I}_{20}^{0}, \mathcal{Q}_{20}^{0}, \mathcal{I}_{30}^{0}, \mathcal{Q}_{30}^{0}, \ldots, \mathcal{I}_{N 0}^{0}, \mathcal{Q}_{N 0}^{0}\right)
$$

Solving Eq. (61) yields at once an explicit expression of the $B$ 's in terms of the initial condition

$$
\begin{gather*}
B_{0}=\frac{I \mathcal{Q}_{T 0}^{0}+2(d-1) \mathcal{D}_{0}^{0}}{\omega_{R}^{2}}  \tag{62}\\
B_{L, q-1}=\frac{N \mathcal{Q}_{q 0}^{0}-\mathcal{Q}_{T 0}^{0}}{2 N}+i \frac{d\left(N \mathcal{I}_{q 0}^{0}-\mathcal{I}_{T 0}^{0}\right)}{2 N \omega_{L}} \tag{63}
\end{gather*}
$$

for $q=2,3, \ldots, N$, and

$$
\begin{equation*}
B_{R}=\frac{(d-1)\left(\mathcal{Q}_{T 0}^{0}-2 N \mathcal{D}_{0}^{0}\right)}{2 N \omega_{R}^{2}}+i \frac{(d-1) \mathcal{I}_{T 0}^{0}}{N I \omega_{R}} \tag{64}
\end{equation*}
$$

## IV. DISCUSSION

Having solved the nonlinear problem analytically in a perturbative manner, we discuss in this section the physical consequences of our results: intensity coherence, damping rates, and universal versus initial-condition-sensitive properties.

## A. Intensity coherence

The collective self-organized feature of multimode FabryPerot lasers is that relaxation oscillations of the modal intensities are not uncorrelated. At both $\mathcal{O}(1)$ and $\mathcal{O}(\varepsilon)$, modal oscillations at $\Omega_{R}$ are always inphased because the coefficients of $\exp \left( \pm i \omega_{R} T_{-1}\right)$ for the total intensity are precisely $N$ times those for a modal intensity, as is clearly seen from Eqs. (19) and (44). On the other hand, for oscillations at $\Omega_{L}$, perfect antiphase occurs at both $\mathcal{O}(1)$ and $\mathcal{O}(\varepsilon)$ because the modal intensities contain terms proportional to $\exp \left( \pm i \omega_{L} T_{-1}\right)$, while the total intensity has no contribution proportional to $\exp \left( \pm i \omega_{L} T_{-1}\right)$, as is clearly seen from Eqs. (17) and (43).

The additional signature of AD gained from the nonlinear analysis developed in this paper is that at $\mathcal{O}(\varepsilon)$ the oscillation at $\Omega_{R} \pm \Omega_{L}$ is present in the modal intensities but absent in the total intensity, as is clearly seen from Eqs. (47) and (48). Thus, perfect antiphase arises at $\Omega_{R} \pm \Omega_{L}$ as well. Our analytical results are confirmed numerically in Fig. 1, where we plot the intensity power spectra using the transient time evolution obtained by numerically solving the full nonlinear TSD equations (1). It is evident from Fig. 1 that, in order of increasing frequencies, there are six peaks at $\Omega_{L}, \Omega_{R}-\Omega_{L}$,


FIG. 1. Intensity power spectra calculated numerically from the full nonlinear TSD equations (1) for $N=3, k=5 \times 10^{4}$, and equal modal gains. The laser is initially near the steady state corresponding to the pump $w_{0}=4.6$. The initial condition is $D^{0}=d\left(w_{0}\right)$, $Q_{q}^{0}=Q\left(w_{0}\right)[1+0.01 /(q+1)], \quad$ and $\quad I_{q}^{0}=I\left(w_{0}\right)[1+0.01 /(q+N$ $+1)]$. The final state is the steady state with $w=2.6$. Up to $\mathcal{O}(\varepsilon)$, our theory gives six possible oscillation frequencies: $\Omega_{L} \simeq 18.69$, $\Omega_{R}-\Omega_{L} \simeq 26.33,2 \Omega_{L} \simeq 37.37, \Omega_{R} \simeq 45.02, \Omega_{R}+\Omega_{L} \simeq 63.70$, and $2 \Omega_{R} \simeq 90.03$, which are well reproduced in the power spectra of the modal intensities. The total intensity power spectrum, as predicted by the theory, displays only three peaks at $2 \Omega_{L}, \Omega_{R}$, and $2 \Omega_{R}$. Perfect antiphase at $\Omega_{R} \pm \Omega_{L}$, in addition to that at $\Omega_{L}$, is verified. For all figures, frequencies are in units of the population inversion decay rate.
$2 \Omega_{L}, \Omega_{R}, \Omega_{R}+\Omega_{L}$, and $2 \Omega_{R}$ in the power spectra of the modal intensities but only three peaks at $2 \Omega_{L}, \Omega_{R}$, and $2 \Omega_{R}$ in that of the total intensity.

## B. Damping rates

A nonlinear analysis is essential in obtaining the dependence on time scales slower than $T_{-1}$. From the solvability conditions (25)-(27) we obtain the dependence on $T_{0}$ at $\mathcal{O}(\epsilon)$, which is of the form $\exp \left(-\Gamma_{0, L, R} T_{0}\right)$, as seen in Eqs. (33), (35), and (37). Of importance is the fact that we have been able to derive the $\Gamma$ 's, Eqs. (34), (36), and (38), in such a way that their positivity is manifest. This reveals that at $\mathcal{O}(\epsilon)$ the relaxation oscillations decay in time and the $\Gamma$ 's are the damping rates. Furthermore, a direct use of Eqs. (34), (36), and (38) yields the relation between the different damping rates [35]

$$
\begin{equation*}
\Gamma_{0}=2\left(2 \Gamma_{L}-\Gamma_{R}\right), \tag{65}
\end{equation*}
$$

from which it follows that

$$
\Gamma_{L}>\frac{1}{2} \Gamma_{R}
$$

However, more interesting is the relative magnitude between $\Gamma_{L}$ and $\Gamma_{R}$ themselves (rather than between $\Gamma_{L}$ and $\Gamma_{R} / 2$ ). This can be obtained by observing, from Eqs. (36) and (38), that

$$
\begin{equation*}
\Gamma_{R}-\Gamma_{L}=\frac{N I[I+2(d-1)]}{4 \omega_{R}^{2}} \tag{66}
\end{equation*}
$$

Obviously, the rhs of Eq. (66) is positive and, hence, we have the relation

$$
\begin{equation*}
\Gamma_{R}>\Gamma_{L}, \tag{67}
\end{equation*}
$$

which means that the oscillation at $\Omega_{R}$ decays faster than the oscillation at $\Omega_{L}$.

The dependence on $T_{1}$ displayed by $\widetilde{B_{0}}, \widetilde{B}_{L, j}$, and ${\widetilde{B_{R}}}$ in Eqs. (53), (54), and (55) is derived from the solvability conditions (49)-(51). It is obvious, from (56)-(58), that $g_{0}, g_{L}$, and $g_{R}$ are all real and negative. Furthermore, it is easily checked from (56)-(58), that the absolute values of the $g$ 's are bounded

$$
\begin{equation*}
\left|g_{0}\right|<\Gamma_{0}, \quad\left|g_{L}\right|=\Gamma_{L} \quad \text { and } \quad\left|g_{R}\right|<\Gamma_{R} \tag{68}
\end{equation*}
$$

guaranteeing stability of the steady state up to $\mathcal{O}\left(\varepsilon^{2}\right)$. At this order of approximation the damping rates of the oscillations at $\Omega_{L}, \Omega_{R} \pm \Omega_{L}, 2 \Omega_{L}, \Omega_{R}$, and $2 \Omega_{R}$ are, respectively, $\mathcal{G}_{L}=\Gamma_{L}+\varepsilon g_{0}, \quad \mathcal{G}_{R \pm L}=\Gamma_{R}+\Gamma_{L}+\varepsilon\left(g_{R}+g_{L}\right), \quad \mathcal{G}_{2 L}=2 \mathcal{G}_{L}$ $=2\left(\Gamma_{L}+\varepsilon g_{L}\right), \quad \mathcal{G}_{R}=\Gamma_{R}+\varepsilon g_{R}, \quad$ and $\quad \mathcal{G}_{2 R}=2 \mathcal{G}_{R}=2\left(\Gamma_{R}\right.$ $\left.+\varepsilon g_{R}\right)$. It follows from Eq. (68) that the damping rates $\mathcal{G}$ are all positive.

It is interesting to note the relationship between the $g$ 's,

$$
\begin{equation*}
g_{0}=2\left(g_{L}-g_{R}\right) \tag{69}
\end{equation*}
$$

from which we readily get

$$
\begin{equation*}
g_{R}>g_{L} \tag{70}
\end{equation*}
$$

Relation (69) is easily derived from (65) by taking into account Eqs. (56)-(58) and the equalities $w=\omega_{R}^{2}+1$ as well as $\omega_{R}^{2}=N I+d-1$. Relations (67) and (70) allow us to remark that up to $\mathcal{O}\left(\varepsilon^{2}\right)$ the oscillation at $\Omega_{R}$ is still damped out faster than the oscillation at $\Omega_{L}$ because

$$
\mathcal{G}_{R}-\mathcal{G}_{L}=\Gamma_{R}-\Gamma_{L}+\varepsilon\left(g_{R}-g_{L}\right)>0
$$

## C. Universal versus initial-condition-sensitive properties

An effective tool to study the laser dynamics is the intensity power spectrum defined by

$$
\begin{equation*}
P_{j}(\Omega)=\left|\int_{0}^{\infty} \mathcal{I}_{j}(t) \exp (2 \pi i \Omega t) d t\right|^{2}, \tag{71}
\end{equation*}
$$

where $j=T$ corresponds to the total intensity and $j=q$ to mode $q$ intensity. It is clear from our analytical results, Eqs. (17), (19), (43), (44), (47), and (48) that, independent of the initial condition, the following power spectra relations hold:

$$
\begin{gather*}
P_{1}\left(\Omega_{R}\right)=P_{2}\left(\Omega_{R}\right)=\cdots=P_{N}\left(\Omega_{R}\right) \\
P_{T}\left(\Omega_{R}\right)=N^{2} P_{p}\left(\Omega_{R}\right) ; \quad p=1,2, \ldots, N  \tag{72}\\
P_{T}\left(\Omega_{L}\right)=P_{T}\left(\Omega_{R}+\Omega_{L}\right)=P_{T}\left(\Omega_{R}-\Omega_{L}\right)=0 .
\end{gather*}
$$

The above relations are an expression of the inphased dynamics at $\Omega_{R}$ and the perfect antiphase at $\Omega_{L}$ and $\Omega_{R} \pm \Omega_{L}$. These properties are universal in the sense that they depend neither on the initial conditions nor on the laser parameters.

On the contrary, the power spectrum peak height at a certain frequency is a function of the initial condition. While the peak height at $2 \Omega_{L}, 2 \Omega_{R}$, and $\Omega_{R} \pm \Omega_{L}$ is entirely dictated by the $C$ coefficients the peaks at $\Omega_{L}$ and $\Omega_{R}$ are mainly determined by the $B$ coefficients. The correction to $P_{q}\left(\Omega_{L, R}\right)$ due to the $C$ 's is a small correction of order $\varepsilon$. Since the explicit dependence of the $B$ 's on the initial condition has been derived in Eqs. (62)-(64), we are in a position to investigate $P_{q}\left(\Omega_{L, R}\right)$ as a function of the initial condition. Making use of Eqs. (62)-(64) we write the modal intensity to leading order of $\varepsilon$ in the form

$$
\begin{align*}
\mathcal{I}_{q}(t)= & {\left[\alpha_{R} \cos \left(2 \pi \Omega_{R} t\right)+\beta_{R} \sin \left(2 \pi \Omega_{R} t\right)\right] \exp \left(-\Gamma_{R} t\right) } \\
& +\left[\alpha_{L, q} \cos \left(2 \pi \Omega_{L} t\right)+\beta_{L, q} \sin \left(2 \pi \Omega_{L} t\right)\right] \exp \left(-\Gamma_{L} t\right), \tag{73}
\end{align*}
$$

where

$$
\begin{gathered}
\alpha_{R}=\frac{\mathcal{I}_{T 0}^{0}}{N}, \quad \beta_{R}=\frac{I\left(2 N \mathcal{D}_{0}^{0}-\mathcal{Q}_{T 0}^{0}\right)}{2 N \omega_{R}}, \\
\alpha_{L, q}=\frac{N \mathcal{I}_{q 0}^{0}-\mathcal{I}_{T 0}^{0}}{N}, \quad \text { and } \quad \beta_{L, q}=\frac{\omega_{L}\left(\mathcal{Q}_{T 0}^{0}-N \mathcal{Q}_{q 0}^{0}\right)}{N d} .
\end{gathered}
$$

Inserting Eq. (73) into Eq. (71) and integrating over $t$, we readily obtain

$$
\begin{align*}
P_{q}\left(\Omega_{R}\right)= & 4 \pi^{2} \Omega_{R}^{2}\left\{\frac{\alpha_{R} \Gamma_{R}+4 \pi \beta_{R} \Omega_{R}}{\Gamma_{R}\left(\Gamma_{R}^{2}+16 \pi^{2} \Omega_{R}^{2}\right)}+\frac{4 \pi \beta_{L, q} \Gamma_{L} \Omega_{L}+\alpha_{L, q}\left[\Gamma_{L}^{2}+4 \pi^{2}\left(\Omega_{R}^{2}-\Omega_{L}^{2}\right)\right]}{\left[\Gamma_{L}^{2}+4 \pi^{2}\left(\Omega_{R}+\Omega_{L}\right)^{2}\right]\left[\Gamma_{L}^{2}+4 \pi^{2}\left(\Omega_{R}-\Omega_{L}\right)^{2}\right]}\right\}^{2} \\
& +\left\{\frac{\alpha_{R}\left(\Gamma_{R}^{2}+8 \pi^{2} \Omega_{R}^{2}\right)+2 \pi \beta_{R} \Gamma_{R} \Omega_{R}}{\Gamma_{R}\left(\Gamma_{R}^{2}+16 \pi^{2} \Omega_{R}^{2}\right)}+\frac{2 \pi \beta_{L, q} \Omega_{L}\left[\Gamma_{L}^{2}-4 \pi^{2}\left(\Omega_{R}^{2}-\Omega_{L}^{2}\right)\right]+\alpha_{L, q} \Gamma_{L}\left[\Gamma_{L}^{2}+4 \pi^{2}\left(\Omega_{R}^{2}+\Omega_{L}^{2}\right)\right]}{\left[\Gamma_{L}^{2}+4 \pi^{2}\left(\Omega_{R}+\Omega_{L}\right)^{2}\right]\left[\Gamma_{L}^{2}+4 \pi^{2}\left(\Omega_{R}-\Omega_{L}\right)^{2}\right]}\right\}^{2} \tag{74}
\end{align*}
$$

and

$$
\begin{equation*}
P_{q}\left(\Omega_{L}\right)=\left.P_{q}\left(\Omega_{R}\right)\right|_{\left\{\Gamma_{R} \leftrightarrow \Gamma_{L}, \Omega_{R} \leftrightarrow \Omega_{L}, \alpha_{R} \leftrightarrow \alpha_{L, q}, \beta_{R} \leftrightarrow \beta_{L, q}\right\}} . \tag{75}
\end{equation*}
$$

In our theory, by definition, $\Omega_{L, R}$ are $\mathcal{O}\left(\varepsilon^{-1}\right)$ and $\Gamma_{L, R}$ are $\mathcal{O}(1)$, i.e., $\Omega_{L, R} \gg \Gamma_{L, R}$. In this limit, Eqs. (74) and (75) reduce to

$$
\begin{equation*}
P_{q}\left(\Omega_{R}\right) \simeq \frac{\alpha_{R}^{2}+\beta_{R}^{2}}{4 \Gamma_{R}^{2}}=\frac{\left(2 \omega_{R} \mathcal{I}_{T 0}^{0}\right)^{2}+I^{2}\left(2 N \mathcal{D}_{0}^{0}-\mathcal{Q}_{T 0}^{0}\right)^{2}}{16 N^{2} \omega_{R}^{2} \Gamma_{R}^{2}} \forall q \tag{76}
\end{equation*}
$$

and

$$
\begin{align*}
P_{q}\left(\Omega_{L}\right) & \simeq \frac{\alpha_{L, q}^{2}+\beta_{L, q}^{2}}{4 \Gamma_{L}^{2}} \\
& =\frac{d^{2}\left(N \mathcal{I}_{q 0}^{0}-\mathcal{I}_{T 0}^{0}\right)^{2}+\omega_{L}^{2}\left(\mathcal{Q}_{T 0}^{0}-N \mathcal{Q}_{q 0}^{0}\right)^{2}}{4 N^{2} d^{2} \Gamma_{L}^{2}} \tag{77}
\end{align*}
$$

Now we are able to relate power spectrum peak heights not only at the same frequency but also at different frequencies. As a consequence of Eqs. (76) and (77), we can make the following remarks.
(1) The peak height at $\Omega_{R}$ is mode independent and is
determined by the initial deviations $\mathcal{D}_{0}^{0}, \mathcal{Q}_{T 0}^{0}$, and $\mathcal{I}_{T 0}^{0}$ of the global variables only.
(2) The peak height at $\Omega_{L}$ is mode dependent and is unaffected by the initial deviation of the spatially averaged population inversion $\mathcal{D}_{0}^{0}$. AD at $\Omega_{L}$ is a very sensitive function of the initial conditions: (i) All modes may have a finite peak $P_{q}\left(\Omega_{L}\right)>0$ if $\mathcal{Q}_{q 0}^{0} \neq \mathcal{Q}_{T 0}^{0} / N$ or/and $\mathcal{I}_{q 0}^{0} \neq \mathcal{I}_{T 0}^{0} / N$ for all $q$. In particular, if $\mathcal{Q}_{q 0}^{0}$ and $\mathcal{I}_{q 0}^{0}$ are such that $\mathcal{Q}_{T 0}^{0}=\mathcal{I}_{T 0}^{0}=0$, then $P_{q}\left(\Omega_{L}\right) \propto\left(\omega_{L} \mathcal{Q}_{q 0}^{0}\right)^{2}+\left(d \mathcal{I}_{q 0}^{0}\right)^{2}$. Figure 2 displays the power spectra for $N=3, k=5 \times 10^{4}$ and the initial conditions $\mathcal{D}_{0}^{0}=3.5, \quad \mathcal{Q}_{10}^{0}=3.0, \quad \mathcal{Q}_{20}^{0}=-2.0, \quad \mathcal{Q}_{30}^{0}=-1.0, \quad \mathcal{I}_{10}^{0}=2.0$, $\mathcal{I}_{20}^{0}=-1.1$, and $\mathcal{I}_{30}^{0}=-0.9$. These power spectra are obtained by numerical simulation of the full TSD rate equations (1). According to Eq. (77), our theory predicts $P_{1}\left(\Omega_{L}\right)$ $>P_{2}\left(\Omega_{L}\right)>P_{3}\left(\Omega_{L}\right)>0$. Indeed, this is numerically confirmed in Fig. 2. The fact that perfect antiphase occurs when every mode has a nonzero power spectrum peak cannot be obtained from the analysis based only on the eigenvector: the initial condition plays a crucial role. (ii) A mode $q$ displays no peak, i.e., $P_{q}\left(\Omega_{L}\right)=0$, if its initial deviations satisfy the conditions $\mathcal{Q}_{q 0}^{0}=\mathcal{Q}_{T 0}^{0} / N$ and $\mathcal{I}_{q 0}^{0}=\mathcal{I}_{T 0}^{0} / N$. If there are $N-2$ such modes, then the two remaining modes have equal peaks regardless of their initial states. This is illustrated numerically in Fig. 3 for $N=3, k=5 \times 10^{4}, \mathcal{D}_{0}^{0}=0.1, \mathcal{Q}_{10}^{0}=9.0$, $\mathcal{Q}_{20}^{0}=1.0, \mathcal{Q}_{30}^{0}=5.0, \mathcal{I}_{10}^{0}=10.0, \mathcal{I}_{20}^{0}=2.0$, and $\mathcal{I}_{30}^{0}=6.0$. (iii) Depending on the initial condition, a special situation may occur in which all the individual modal intensities as well as the total intensity show only one peak at $\Omega_{R}$ but no peak at


FIG. 2. Same as Fig. 1 but the initial state is specified by $D^{0}=d(w)+3.5 / k, \quad Q_{1}^{0}=Q(w)+3.0 / k, \quad Q_{2}^{0}=Q(w)-2.0 / k, \quad Q_{3}^{0}$ $=Q(w)-1.0 / k, \quad I_{1}^{0}=I(w)+2.0 / \sqrt{k}, \quad I_{2}^{0}=I(w)-1.1 / \sqrt{k}, \quad$ and $\quad I_{3}^{0}$ $=I(w)-0.9 / \sqrt{k}$. The peak relations $P_{1}\left(\Omega_{L}\right)>P_{2}\left(\Omega_{L}\right)>P_{3}\left(\Omega_{L}\right)$ $>0$ and $P_{1}\left(\Omega_{R}\right)=P_{2}\left(\Omega_{R}\right)=P_{3}\left(\Omega_{R}\right)>0$ agree with the analytical result.
all at $\Omega_{L}$. Theoretically, this corresponds to the "symmetric" initial conditions $\left\{\mathcal{Q}_{10}^{0}=\mathcal{Q}_{20}^{0}=\cdots=\mathcal{Q}_{N 0}^{0} \quad\right.$ and $\left.\mathcal{I}_{10}^{0}=\mathcal{I}_{20}^{0}=\cdots=\mathcal{I}_{N 0}^{0}\right\}$. This is confirmed numerically in Fig. 4.
(3) The modal peak ratio at different frequencies, as a rule, depends strongly on the initial condition. In Fig. 5, again for $N=3, \quad k=5 \times 10^{4}$, we draw the ratio $R_{q}=P_{q}\left(\Omega_{L}\right) / P_{q}\left(\Omega_{R}\right)$ as a function of $\mathcal{D}_{0}^{0}$ and fixed $\mathcal{Q}_{10}^{0}=3.0, \mathcal{Q}_{20}^{0}=-2.0, \mathcal{Q}_{30}^{0}=-1.0, \mathcal{I}_{10}^{0}=2.0, \mathcal{I}_{20}^{0}=-1.1$, and $\mathcal{I}_{30}^{0}=-0.9$. The agreement between the theoretical (solid curves) and numerical (black circles) results is very good. Note again that without considering the initial condition, no relations between the power spectrum peak heights at different frequencies can be established.

## V. THE RESONANT CASE

The analytic results presented above are invalid for $\Omega_{R}=2 \Omega_{L}$ since this makes both $\mathcal{Z}_{1, p a r}^{(2 L)}$ in Eq. (45) and $\mathcal{Z}_{1, p a r}^{(L-R)}$ in Eq. (47) divergent. Solving the implicit equation $\Omega_{R}=2 \Omega_{L}$ yields $N=2$ and $w=15 / 7$ [2,11]. This resonant case must be handled separately. The $\mathcal{O}(1)$ general solution remains formally determined by (21) but the amplitudes $A_{L}$, $A_{R}$ do not simply follow the laws (35), (37). Instead of Eq. (24), the resonant case requires the following decomposition of $M_{1}$ :

$$
\begin{align*}
M_{1}= & M_{1}^{(0)}+\left[M_{1}^{(1)} \exp \left(-i \omega_{L} T_{-1}\right)+M_{1}^{(2)} \exp \left(-2 i \omega_{L} T_{-1}\right)\right. \\
& +M_{1}^{(3)} \exp \left(-3 i \omega_{L} T_{-1}\right)+M_{1}^{(4)} \exp \left(-4 i \omega_{L} T_{-1}\right) \\
& + \text { c.c. }], \tag{78}
\end{align*}
$$



FIG. 3. Same as in Fig. 2 but $D^{0}=d(w)+0.1 / k, \quad Q_{1}^{0}$ $=Q(w)+9.0 / k, \quad Q_{2}^{0}=Q(w)+1.0 / k, \quad Q_{3}^{0}=Q(w)+5.0 / k, \quad I_{1}^{0}$ $=I(w)+10.0 / \sqrt{k}, I_{2}^{0}=I(w)+2.0 / \sqrt{k}$, and $I_{3}^{0}=I(w)+6.0 / \sqrt{k}$. At $\Omega_{L}$ mode 3 displays no peak while modes 1 and 2 show equal peaks, in accordance with the theory.
where $\omega_{L}=\omega_{R} / 2=\sqrt{2 / 7}$ and $M_{1}^{(0,1,2,3,4)}$ are given in Appen$\operatorname{dix} E$.

The solvability conditions (25)-(27) with $M_{1}^{(0)}$, $M_{1}^{(L)} \equiv M_{1}^{(1)}$, and $M_{1}^{(R)} \equiv M_{1}^{(2)}$ yield that the amplitude $A_{0}$ must vary in $T_{0}$ as

$$
A_{0}=B_{0}\left(T_{1}, T_{2}, \ldots\right) \exp \left(-53 T_{0} / 32\right)
$$

with $B_{0}\left(T_{1}, T_{2}, \ldots\right)$ an unknown function, whereas the $T_{0}$-dependent $A_{L}$ and $A_{R}$ verify two coupled differential equations

$$
\dot{A}_{L}=-A_{L}+A_{L}^{*} A_{R}
$$



FIG. 4. Same as Fig. 2 but the individual modes are equally perturbed at $t=0: D^{0}=d(w)+1.0 / k, Q_{1,2,3}^{0}=Q(w)+3.0 / k$, and $I_{1,2,3}^{0}=I(w)+2.0 / \sqrt{k}$. Both analytical and numerical results yield no peaks at $\Omega_{L}$ in the power spectra of both the modal and total intensities.


FIG. 5. The ratios $R_{q}=P_{q}\left(\Omega_{L}\right) / P_{q}\left(\Omega_{R}\right)$ between the power spectrum peak heights at different frequencies as a function of $\mathcal{D}_{0}^{0}$ when the other initial values are fixed as $Q_{1}^{0}=Q(w)+3.0 / k$, $Q_{2}^{0}=Q(w)-2.0 / k, \quad Q_{3}^{0}=Q(w)-1.0 / k, \quad I_{1}^{0}=I(w)+2.0 / \sqrt{k}$, $I_{2}^{0}=I(w)-1.1 / \sqrt{k}$, and $I_{3}^{0}=I(w)-0.9 / \sqrt{k}$. The solid curves are plotted using Eqs. (76) and (77), whereas the black circles result from numerical simulations.

$$
\begin{equation*}
\dot{A}_{R}=-75 A_{R} / 64-A_{L}^{2} / 8 \tag{79}
\end{equation*}
$$

These are the usual equations that describe second harmonic generation in nonlinear optics [2]. It is easy to check from Eq. (79) that

$$
\begin{equation*}
\frac{\partial}{\partial T_{0}}\left(\left|A_{R}\right|^{2}+\frac{1}{8}\left|A_{R}\right|^{2}\right)=-\frac{1}{4}\left(\frac{75}{8}\left|A_{R}\right|^{2}+\left|A_{R}\right|^{2}\right)<0 \tag{80}
\end{equation*}
$$

Equation (80) means that both the $\Omega_{L}$ and $\Omega_{R}$ relaxation oscillations always decay on the time scale $T_{0}$ although the corresponding damping rates are not simply 1 and 75/64 as derived for $w \neq 15 / 7$. Figure 6 illustrates how the decay processes occur and how they are influenced by the initial conditions.

The $\mathcal{O}(\varepsilon)$ particular solution of Eq. (9) in the resonant case is

$$
\begin{aligned}
\mathcal{Z}_{1, p a r}= & \mathcal{Z}_{1, p a r}^{(0)} \exp \left(-53 T_{0} / 32\right)+\left[\mathcal{Z}_{1, p a r}^{(1)} \exp \left(-i \omega_{L} T_{-1}\right)\right. \\
& +\mathcal{Z}_{1, p a r}^{(2)} \exp \left(-2 i \omega_{L} T_{-1}\right)+\mathcal{Z}_{1, p a r}^{(3)} \exp \left(-3 i \omega_{L} T_{-1}\right) \\
& \left.+\mathcal{Z}_{1, p a r}^{(4)} \exp \left(-4 i \omega_{L} T_{-1}\right)+\text { c.c. }\right]
\end{aligned}
$$

where

$$
\begin{gather*}
\mathcal{Z}_{1, p a r}^{(0)}=\frac{21 B_{0}}{128} \operatorname{col}(0,2,0,1,0), \\
\mathcal{Z}_{1, p a r}^{(1)}=\frac{1}{2}\left(A_{L}+A_{L}^{*} A_{R}\right) \operatorname{col}\left(0,0,0, \frac{7}{8},-i \sqrt{\frac{7}{2}}\right), \tag{81}
\end{gather*}
$$



FIG. 6. $\left|A_{L}\left(T_{0}\right)\right|^{2}$ and $\left|A_{R}\left(T_{0}\right)\right|^{2}$ vs $T_{0}$ for $\left|A_{L}(0)\right|^{2}=\left|A_{R}(0)\right|^{2}$ $=1, \operatorname{Re}\left[A_{L}(0)\right]=0.2, \operatorname{Re}\left[A_{R}(0)\right]=0.9$ (curves labeled 1) and $\operatorname{Re}$ $\left[A_{L}(0)\right]=0.9, \operatorname{Re}\left[A_{R}(0)\right]=0.2$ (curves labeled 2 ). The dashed curves are for $w \neq 15 / 7$. The dimensionless time $T_{0}$ is defined in Eq. (4).

$$
\begin{align*}
& \mathcal{Z}_{1, p a r}^{(2)}= \frac{1}{1536} \operatorname{col}\left(3 i \sqrt{\frac{7}{2}}\left(345 A_{R}-56 A_{L}^{2}\right), 42\left(75 A_{R}-8 A_{L}^{2}\right)\right. \\
&-12 i \sqrt{\frac{7}{2}}\left(255 A_{R}-8 A_{L}^{2}\right), 35\left(45 A_{R}+8 A_{L}^{2}\right) \\
&\left.-2 i \sqrt{\frac{7}{2}}\left(765 A_{R}-152 A_{L}^{2}\right)\right)  \tag{82}\\
& \mathcal{Z}_{1, p a r}^{(3)}=-\frac{3}{4} A_{L} A_{R} \operatorname{col}\left(0,0,0, \frac{21}{8}, i \sqrt{\frac{7}{2}}\right)  \tag{83}\\
& \mathcal{Z}_{1, p a r}^{(4)}=-\frac{7}{3} A_{R}^{2} \operatorname{col}\left(-i \sqrt{\left.\frac{7}{2}, 4,2 i \sqrt{\frac{2}{7}}, 2, i \sqrt{\frac{2}{7}}\right)} .\right. \tag{84}
\end{align*}
$$

The vectors $\mathcal{Z}$ are five-dimensional, since $N=2$. The surprising result due to the resonant interaction between the two intrinsic frequencies $\Omega_{L}$ and $\Omega_{R}=2 \Omega_{L}$ is that, no matter what $A_{L}$ and $A_{R}$ are, the modal oscillations appear to be inphased at $2 \Omega_{R}$ [see Eq. (84)] and not at $\Omega_{R}$ as in the nonresonant case. At $\Omega_{R}$, as is evident from Eq. (82), the inphased dynamics is destroyed by spontaneous subharmonic conversion associated with terms $\propto A_{L}^{2}$. It is worth emphasizing that such unusual properties, i.e., inphased oscillations at $2 \Omega_{R}$ but not at $\Omega_{R}$, are specific for the resonant case: any deviation from the resonant case (say, by setting $N=2$ and $w \neq 15 / 7$ or $N \geqslant 3$ and arbitrary $w>1$ ) will recover the inphased dynamics at $\Omega_{R}$ and remove it at $2 \Omega_{R}$. As for AD, the resonant case, as revealed from Eqs. (81) and (83), is just a particular case of the general consideration. Here, because of $\Omega_{R}-\Omega_{L}=\Omega_{L}$ and $\Omega_{R}+\Omega_{L}=3 \Omega_{L}, \mathrm{AD}$ arises at $\Omega_{L}$ and $3 \Omega_{L}$.

## VI. CONCLUSION

In this paper we have shown that a multiple time scale analysis of the TSD rate equations can be carried out beyond the usual linear approximation that defines the reference models [29] and [31]. The analysis we have presented is applicable to homogeneously broadened Fabry-Perot lasers characterized by a photon lifetime much smaller than the fluorescence lifetime. This limit holds for many solid-state and microchip lasers. Without any approximation, the TSD equations are not solvable in analytic form for an arbitrary number of modes. We have introduced two simplifying assumptions that make the problem soluble by iteration: the linear gains and losses are mode independent. This is a standard approximation and its validity rests on the fact that the longitudinal modes are spread over a very small fraction of the linear gains and losses of the spectral ranges.

The mathematical development is presented in Sec. III, while the physical consequences are discussed in Sec. IV. Among the results obtained here is the list of frequencies at which the solution of the TSD equations will display oscillations and the relative weight of these oscillations in the dynamical evolution. Although the oscillation frequencies could have been foreseen quite easily, we also derive the
associated damping rates and the relative weights, all of which could scarcely be guessed offhand. For the damping rates, we derive some known relations but add new results that fully determine the relative magnitude of the damping. In addition, an explicit evaluation of the power spectra leads to a neat discussion of the effect of the initial conditions on the relations among the peaks of the power spectra either for the same mode but at different frequencies or for different modes but at the same frequencies.

Finally, we show that there is a resonant situation in which the two internal frequencies $\Omega_{R}$ and $\Omega_{L}$ are commensurate. This requires a special analysis since otherwise there are divergencies. In the framework of the perturbation analysis carried out in this paper, there is no boundary layer connecting the resonant and the nonresonant situations. Such a boundary layer would require a different scaling to appear and be analyzed.
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## APPENDIX A: DEFINITIONS OF $L, M_{1}$, AND $M_{2}$

The matrix $L$, and the vectors $M_{1}$ and $M_{2}$ appearing in Eqs. (8)-(10) are

$$
L=\left(\begin{array}{cccc}
m_{1} & O^{\prime} & \cdots & O^{\prime} \\
R & m_{2} & \cdots & O \\
\vdots & \vdots & \ddots & \vdots \\
R & O & \cdots & m_{N}
\end{array}\right)
$$

where

$$
\begin{gathered}
m_{1}=\left(\begin{array}{ccc}
0 & -1 & 0 \\
N I & 0 & -I / 2 \\
0 & d-N Q & 0
\end{array}\right), \quad m_{2}=m_{3}=\cdots=m_{N}=\left(\begin{array}{cc}
0 & -I / 2 \\
d & 0
\end{array}\right), \\
R=\left(\begin{array}{ccc}
I & 0 & 0 \\
0 & -Q & 0
\end{array}\right), \quad O^{\prime}=\left(\begin{array}{ll}
0 & 0 \\
0 & 0 \\
0 & 0
\end{array}\right), \quad O=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
\end{gathered}
$$

while

$$
\begin{align*}
M_{1}= & \operatorname{col}\left[\left(\frac{\partial^{2}}{\partial T_{-1}^{2}}-\frac{\partial}{\partial T_{0}}-1\right) \mathcal{D}_{0}, \frac{1}{2 I} \sum_{q=1}^{N} \frac{\partial \mathcal{I}_{q 0}^{2}}{\partial T_{-1}}-\frac{\partial \mathcal{I}_{T 0}}{\partial T_{0}}, N I \mathcal{D}_{0}-\left(\frac{\partial}{\partial T_{0}}+U\right) \mathcal{Q}_{T 0}, \frac{1}{2 I} \frac{\partial}{\partial T_{-1}} \mathcal{I}_{20}^{2}-\frac{\partial \mathcal{I}_{20}}{\partial T_{0}}, I \mathcal{D}_{0}\right. \\
& \left.-\left(\frac{\partial}{\partial T_{0}}+U\right) \mathcal{Q}_{20}, \frac{1}{2 I} \frac{\partial}{\partial T_{-1}} \mathcal{I}_{30}^{2}-\frac{\partial \mathcal{I}_{30}}{\partial T_{0}}, I \mathcal{D}_{0}-\left(\frac{\partial}{\partial T_{0}}+U\right) \mathcal{Q}_{30}, \ldots, I \mathcal{D}_{0}-\left(\frac{\partial}{\partial T_{0}}+U\right) \mathcal{Q}_{30}, I \mathcal{D}_{0}-\left(\frac{\partial}{\partial T_{0}}+U\right) \mathcal{Q}_{N 0}\right] \tag{A1}
\end{align*}
$$

and

$$
M_{2}=\left(\begin{array}{c}
\left(\frac{\partial^{2}}{\partial T_{-1}^{2}}-\frac{\partial}{\partial T_{0}}-1\right) \mathcal{D}_{1}+\left(\frac{2 \partial}{\partial T_{-1}} \frac{\partial}{\partial T_{0}}-\frac{\partial^{3}}{\partial T_{-1}^{3}}+\frac{\partial}{\partial T_{-1}}-\frac{\partial}{\partial T_{1}}\right) \mathcal{D}_{0}  \tag{A2}\\
\frac{1}{I} \frac{\partial}{\partial T_{-1}}\left[\sum_{q=1}^{N}\left(\mathcal{I}_{q 0} \mathcal{I}_{q 1}-\frac{\mathcal{I}_{q 0}^{3}}{3 I}\right)\right]+\frac{\partial}{\partial T_{0}}\left(\frac{1}{2 I_{q=1}} \sum_{q=1}^{N} \mathcal{I}_{q 0}^{2}-\mathcal{I}_{T 1}\right)-\frac{\partial \mathcal{I}_{T 0}}{\partial T_{1}} \\
\left(\mathcal{I}_{T 0}+\mathcal{Q}_{T 0} \frac{\partial}{\partial T_{-1}}\right) \mathcal{D}_{0}+N I \mathcal{D}_{1}-\left(\frac{\partial}{\partial T_{0}}+U\right) \mathcal{Q}_{T 0}-\frac{\partial \mathcal{Q}_{T 0}}{\partial T_{1}} \\
\frac{1}{I} \frac{\partial}{\partial T_{-1}}\left(\mathcal{I}_{20} \mathcal{I}_{21}-\frac{\mathcal{I}_{20}^{3}}{3 I}\right)+\frac{\partial}{\partial T_{0}}\left(\frac{\mathcal{I}_{20}^{2}}{2 I}-\mathcal{I}_{21}\right)-\frac{\partial \mathcal{I}_{20}}{\partial T_{1}} \\
\left(\mathcal{I}_{20}+\mathcal{Q}_{20} \frac{\partial}{\partial T_{-1}}\right) \mathcal{D}_{0}+I \mathcal{D}_{1}-\left(\frac{\partial}{\partial T_{0}}+U\right) \mathcal{Q}_{21}-\frac{\partial \mathcal{Q}_{20}}{\partial T_{1}} \\
\frac{1}{I} \frac{\partial}{\partial T_{-1}}\left(\mathcal{I}_{30} \mathcal{I}_{31}-\frac{\mathcal{I}_{30}^{3}}{3 I}\right)+\frac{\partial}{\partial T_{0}}\left(\frac{\mathcal{I}_{30}^{2}}{2 I}-\mathcal{I}_{31}\right)-\frac{\partial \mathcal{I}_{30}}{\partial T_{1}} \\
\left(\mathcal{I}_{30}+\mathcal{Q}_{30} \frac{\partial}{\partial T_{-1}}\right) \mathcal{D}_{0}+I \mathcal{D}_{1}-\left(\frac{\partial}{\partial T_{0}}+U\right) \mathcal{Q}_{31}-\frac{\partial \mathcal{Q}_{30}}{\partial T_{1}} \\
\vdots \\
\frac{1}{I} \frac{\partial}{\partial T_{-1}}\left(\mathcal{I}_{N 0} \mathcal{I}_{N 1}-\frac{\mathcal{I}_{N 0}^{3}}{3 I}\right)+\frac{\partial}{\partial T_{0}}\left(\frac{\mathcal{I}_{N 0}^{2}}{2 I}-\mathcal{I}_{N 1}\right)-\frac{\partial \mathcal{I}_{N 0}}{\partial T_{1}} \\
\left(\mathcal{I}_{N 0}+\mathcal{Q}_{N 0} \frac{\partial}{\partial T_{-1}}\right) \mathcal{D}_{0}+I \mathcal{D}_{1}-\left(\frac{\partial}{\partial T_{0}}+U\right) \mathcal{Q}_{N 1}-\frac{\partial \mathcal{Q}_{N 0}}{\partial T_{1}}
\end{array}\right)
$$

## APPENDIX B: DEFINITIONS OF $M_{1}^{(j)}$

Here are the expressions for $M_{1}^{(j)}$ in Eq. (24):

$$
\begin{gather*}
M_{1}^{(0)}=\operatorname{col}\left(-\frac{A_{0}+\dot{A}_{0}}{2}, 0, N \mathcal{A}_{0}, 0, \mathcal{A}_{0}, 0, \mathcal{A}_{0}, \ldots, 0, \mathcal{A}_{0}\right),  \tag{B1}\\
M_{1}^{(L)}=\operatorname{col}\left(0,0,0, \frac{i \omega_{L} \dot{A}_{L, 1}}{d}, \mathcal{A}_{L, 1}, \frac{i \omega_{L} \dot{A}_{L, 2}}{d}, \mathcal{A}_{L, 2}, \ldots, \frac{i \omega_{L} \dot{A}_{L, N-1}}{d}, \mathcal{A}_{L, N-1}\right),  \tag{B2}\\
M_{1}^{(R)}=\operatorname{col}\left(a_{R},-i N r \dot{A}_{R}, N \mathcal{A}_{R},-i r \dot{A}_{R}, \mathcal{A}_{R},-i r \dot{A}_{R}, \mathcal{A}_{R}, \ldots,-i r \dot{A}_{R}, \mathcal{A}_{R}\right),  \tag{B3}\\
M_{1}^{(2 L)}=i b \operatorname{col}\left(0, N A_{L}^{2} / I, 0, A_{L, 1}^{2}, 0, A_{L, 2}^{2}, 0, \ldots, A_{L, N-1}^{2}, 0\right),  \tag{B4}\\
M_{1}^{(2 R)}=i g A_{R}^{2} \operatorname{col}(0, N / 2 I, 0,1,0,1,0, \ldots, 1,0),  \tag{B5}\\
M_{1}^{(L-R)}=i A_{R}^{*} \operatorname{col}\left(0,0,0, h^{(-)} A_{L, 1}, 0, h^{(-)} A_{L, 2}, 0, \ldots, h^{(-)} A_{L, N-1}, 0\right), \tag{B6}
\end{gather*}
$$

and

$$
\begin{equation*}
M_{1}^{(L+R)}=i A_{R} \operatorname{col}\left(0,0,0, h^{(+)} A_{L, 1}, 0, h^{(+)} A_{L, 2}, 0, \ldots, h^{(+)} A_{L, N-1}, 0\right) \tag{B7}
\end{equation*}
$$

In the above expressions the following notations have been introduced:

$$
\begin{gathered}
\mathcal{A}_{0}=\left(\frac{I}{2}-U\right) A_{0}-\dot{A}_{0}, \mathcal{A}_{L, j}=-\left(U A_{L, j}+\dot{A}_{L, j}\right), \quad a_{R}=-\frac{N\left[\left(\omega_{R}^{2}+1\right) A_{R}+\dot{A}_{R}\right]}{N Q-d}, \\
r=\frac{\omega_{R}}{N Q-d}, \quad \mathcal{A}_{R}=\left(\frac{N I}{N Q-d}-U\right) A_{R}-\dot{A}_{R}, \quad A_{L}^{2}=\sum_{i=1}^{N-1} A_{L, i}^{2}+\sum_{j=i+1}^{N-1} \sum_{i=1}^{N-1} A_{L, i} A_{L, j},
\end{gathered}
$$

$$
b=\frac{2 \omega_{L}^{3}}{d^{2}}, \quad g=\frac{2 \omega_{R}^{3}}{(N Q-d)^{2}}, \quad h^{(\mp)}= \pm \frac{2 \omega_{L} \omega_{R}\left(\omega_{L} \mp \omega_{R}\right)}{d(N Q-d)}
$$

The dot implies a derivative with respect to $T_{0}$.

## APPENDIX C: NOTATIONS FOR $\mathcal{Z}_{1, \text { par }}$

This appendix defines the notations appearing in Eqs. (42)-(48):

$$
\begin{gathered}
\alpha=\frac{1}{\omega_{R}}[2 w(N-2 N Q+2 d)-3 N I+3 U(N Q-d)], \quad \beta=2 N w+N I-U(N Q-d), \\
\vartheta=\frac{1}{\omega_{R}}[N I(N Q-8 N-d)+U(8 N-N Q-d)(N Q-d)-6 N w(N Q-d)], \\
\varphi_{j}=\mu \widetilde{B}_{L}^{2}-\nu \widetilde{B}_{L, j}^{2}, \quad \phi_{j}=x \widetilde{B}_{L}^{2}-y \widetilde{B}_{L, j}^{2}, \quad \widetilde{B}_{L}^{2}=\sum_{i=1}^{N-1} \widetilde{B}_{L, i}^{2}+\sum_{j=i+1}^{N-1} \sum_{i=1}^{N-1} \widetilde{B}_{L, i} \widetilde{B}_{L, j}, \\
\mu=\frac{2}{3 N \omega_{L}}\left(\omega_{L}^{2}-\omega_{R}^{2}\right), \quad \nu=\frac{2 I}{3 N \omega_{L}}\left(4 \omega_{L}^{2}-\omega_{R}^{2}\right), \quad x=\frac{1}{3 N \omega_{L}^{2}}\left[d\left(\omega_{L}^{2}-\omega_{R}^{2}\right)+3 N Q \omega_{L}^{2}\right], \\
y=\frac{d I}{3 N \omega_{L}^{2}}\left(4 \omega_{L}^{2}-\omega_{R}^{2}\right), \quad \chi=\frac{2 \omega_{R}}{4 \omega_{R}^{2}-\omega_{L}^{2}}\left[\omega_{L}^{2}-\omega_{R}^{2}(1+6 I)\right], \\
\eta=\frac{i}{4 \omega_{R}^{2}-\omega_{L}^{2}}\left[N Q\left(4 \omega_{R}^{2}-\omega_{L}^{2}\right)-d\left(\omega_{R}^{2}-\omega_{L}^{2}\right)-6 d I \omega_{R}^{2}\right], \quad \omega^{( \pm)}=\left(\omega_{L} \pm \omega_{R}\right) / d .
\end{gathered}
$$

## APPENDIX D: DEFINITIONS OF $\widetilde{\boldsymbol{M}}_{2}^{(j)}$

The matrices $\widetilde{M}_{2}^{(j)}$ in Eq. (52) are

$$
\begin{gather*}
\widetilde{M}_{2}^{(0)}=\operatorname{col}\left(\widetilde{b_{0}}, N a_{1}{\widetilde{B_{0}}}_{0}, N \widetilde{\mathcal{B}_{0}}, a_{1} \widetilde{B_{0}}, \widetilde{\mathcal{B}_{0}}, a_{1} \widetilde{B}_{0}, \widetilde{\mathcal{B}}_{0}, \ldots, a_{1} \widetilde{B_{0}}, \widetilde{\mathcal{B}_{0}}\right),  \tag{D1}\\
\widetilde{M}_{2}^{(L)}=\operatorname{col}\left(0,0,0, \widetilde{\mathcal{B}}_{L, 1}, \widetilde{b}_{L, 1}, \widetilde{\mathcal{B}}_{L, 2}, \widetilde{b}_{L, 2}, \ldots, \widetilde{\mathcal{B}}_{L, N-1}, \widetilde{b}_{L, N-1}\right), \tag{D2}
\end{gather*}
$$

and

$$
\begin{equation*}
\widetilde{M}_{2}^{(R)}=\operatorname{col}\left(N \beta_{R}, N \widetilde{\mathcal{B}}_{R}, N \widetilde{b}_{R}, \widetilde{\mathcal{B}}_{R}, \widetilde{b}_{R}, \widetilde{\mathcal{B}}_{R}, \widetilde{b}_{R}, \ldots, \widetilde{\mathcal{B}}_{R}, \widetilde{b}_{R}\right) \tag{D3}
\end{equation*}
$$

In Eqs. (D1)-(D3)

$$
\begin{gathered}
\widetilde{b}_{0}=\left[\left(\Gamma_{0}-1\right) \widetilde{B}_{0}-\widetilde{B}_{0}^{\prime}\right] / 2, \quad \widetilde{\mathcal{B}}_{0}=\Gamma_{0} \widetilde{B}_{0}-\widetilde{B}_{0}^{\prime}, \quad \widetilde{\mathcal{B}}_{L, j}=\left(i a_{2}+a_{3}\right) \Gamma_{L}{\widetilde{B_{L, j}}}-i a_{2} \widetilde{B}_{L, j}^{\prime}, \\
\widetilde{b}_{L, j}=\left(1-i a_{4}\right) \Gamma_{L} \widetilde{B}_{L, j}-\widetilde{B}_{L, j}^{\prime}, \quad \beta_{R}=\left[\left(a_{5}+i a_{6}\right)\left(\Gamma_{R}-w\right)-i a_{5} w \omega_{R}\right] \widetilde{B}_{R}-a_{5} \widetilde{B}_{R}^{\prime}, \\
\widetilde{\mathcal{B}}_{R}=\left(a_{7}+i a_{8}\right) \Gamma_{R} \widetilde{B}_{R}-i a_{8} \widetilde{B}_{R}^{\prime}, \quad \widetilde{b}_{R}=\Gamma_{R} \widetilde{B}_{R}-\widetilde{B}_{R}^{\prime}, \quad a_{1}=\frac{(2 N-1) \Gamma_{0} I^{2}}{4 \omega_{R}^{2}}, \quad a_{2}=-\frac{\omega_{R}}{d}, \\
a_{3}=\frac{U}{4 d}, \quad a_{4}=-\frac{U}{4 \omega_{R}}, \quad a_{5}=-\frac{I}{2(d-1)}, \quad a_{6}=\frac{\alpha I}{4 \omega_{R}^{2}}, \quad a_{7}=\frac{\beta a_{6}}{\alpha}, \quad a_{8}=\omega_{R} a_{5} .
\end{gathered}
$$

The prime denotes a derivative with respect to $T_{1}$.

## APPENDIX E: DEFINITIONS OF THE MATRICES $M_{1}^{(0,1,2,3,4)}$

The matrices $M_{1}^{(0,1,2,3,4)}$ appearing in Eq. (78) are

$$
\begin{gathered}
M_{1}^{(0)}=\operatorname{col}\left(-\frac{A_{0}+\dot{A}_{0}}{2}, 0,-\frac{7 A_{0}}{2}-2 \dot{A}_{0}, 0,-\frac{7 A_{0}}{4}-\dot{A}_{0}\right), \\
M_{1}^{(1)}=\operatorname{col}\left(0,0,0, \frac{i}{4} \sqrt{\frac{7}{2}}\left(\dot{A}_{L}-2 A_{L}^{*} A_{R}\right),-2 A_{L}-\dot{A}_{L}\right), \\
M_{1}^{(2)}=\operatorname{col}\left(\frac{15 A_{R}+7 \dot{A}_{R}}{2}, \frac{i}{2} \sqrt{\frac{7}{2}}\left(A_{L}^{2}+4 \dot{A}_{R}\right),-\frac{15 A_{R}+4 \dot{A}_{R}}{2}, \frac{i}{8} \sqrt{\frac{7}{2}}\left(A_{L}^{2}+8 \dot{A}_{R}\right),-\frac{15 A_{R}+4 \dot{A}_{R}}{4}\right), \\
M_{1}^{(3)}=\frac{3 i}{2} \sqrt{\frac{7}{2}} A_{L} A_{R} \operatorname{col}(0,0,0,1,0),
\end{gathered}
$$

and

$$
M_{1}^{(4)}=2 i \sqrt{14} A_{R}^{2} \operatorname{col}(0,2,0,1,0)
$$
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